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A deep learning library

Université
de Paris



i & @ The
Democratising medicine
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Screening Treatment Follow-up

=

Diagnosis Treatment response
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Diagnosis & prediction




In the United States alone, each year:
180,890 new cases of prostate cancer (PCa) will be diagnosed

Diagnosis steps:
PSA testing
Prostate biopsy
Staging: CT, skeletal scintigraphy or PET-CT
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Risk stratification

Depends on:
PSA
Gleason score (pathology) +/- Genomics (Decipher)
T (tumor)
N (lymph nodes)
M (metastasis)

Localized Locally-advanced Metastatic Castration-resistant
- Low risk
- Intermediate Curable ?
risk
- High risk
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The NEW ENGLAND
]OURNAL of MEDICINE

OCTOBER 13, 2016 VOL 375 MO, 15

Does treatment save lives? e

F.C HaTchLDmov'\]A {ane, M. Mason, C. Metcalfe/P. Holding, M. Davis, T . Peters, EL. Turner,
R.M. Martin, J. Oxley, M.Robinson, J. Staffurth, E.Wals| Bollina, | f tto, A. Dol b\: A Doherty, D Gillatt,
R. Kockelbergh . Kynaston, A. Paul, P. Powell, 5. Prescot, D.J. Rosario, E4Rowe, and DIE. Neal,

forthe ProtecT Study Group*
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The NEW ENGLAND JOURNAL of MEDICINE

| ORIGINAL ARTICLE ”

Patient-Reported Outcomes after Monitoring,

.
but treatments are (very) toxic P o & gl
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M. Davis, E.L. Turner, R.M. Martin, and D:E. Neal, for the ProtecT Study Group*
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Decision-making in PCa

26,120 men will die from the disease

35,000 men are being overdiagnosed and go through unnecessary
treatments, causing complications

How can we determine who will benefit from treatment?
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Nomograms

Nomograms exist to predict progression-free survival and cancer-specific
survival

Rely on data from one center (= Not generalizable)
Use Regression models

Do not take into account comorbidities
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Primary Treatment Outcomes

-~  PROBABILITY OF CANCER-SPECIFIC 10 YR @% 15 YR %
SURVIVAL AFTER RADICAL
PROSTATECTOMY

%

This number shows, as a percentage, your probability of surviving prostate
cancer for 10 years following radical prostatectomy. This probability means that
for every 100 patients like you, 95 will survive prostate cancer and 5 will have
died from prostate cancer.

This prediction addresses survival related specifically to prostate cancer; it
does not exclude the possibility of death from other causes, such as heart
disease or accident, within this time period.
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Methods

PLCO trial

Prospective randomized multicenter trial:
76,693 men at 10 U.S. study centers
Randomly assigned to receive:
annual screening (n=38,343)

usual care as the control (n=38,350)

Data transfer agreement with the National Cancer Institute (NCI)

Data was downloaded from the NCI Cancer Data Access System
Andriole'GL et al, NEJM, 2009

Andriole GL et al, INCI, 2012
Pinksky PF et al, Cancer 2017
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Dataset

Comprehensive dataset:

Contains nearly all the PLCO study data available for prostate cancer
screening, incidence, and mortality analyses
One record for each of the participants in the PLCO trial:

Baseline features

Screening

Diagnosis

Treatment procedures

Population: patients that were diagnosed with prostate cancer during follow-
up, irrespective of the arm they were originally included into
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Features selection

Assess the predictive power of a simple set of questions as a baseline indicator:

Prostate cancer diagnosis: PSA, T, N, M stage, Gleason score and initial primary
treatment (if performed)

Medical history: age, height, weight, current smoking status, smoking pack-years, daily
alcohol consumption, history of prostatitis, nocturia, arthritis, bronchitis, diabetes,
emphysema, heart attack, hypertension, liver disease, osteoporosis, stroke, cholesterol

Physical activity: activity at least once a month during the last year, physical activity at
work

Socio-economic status: family income, education

Hormonal status: hair pattern at 45 y.o., weight gain pattern
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Model training

Dataset split in training and testing datasets before any analysis was
performed

Classification task

Two separate models:
10-year overall survival: patients who died from any cause within ten years of PCa
diagnosis
10-year cancer-specific survival: patients who died from PCa within ten years of PCa
diagnosis
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Model training

XGBoost: state-of-the-art for tabular data
Missing values inherently handled by predictor

Hyperparameters selected on training dataset
Nested, cross validation

Bayesian Optimization

Class imbalance corrected with positive class weighting

Performance assessed on a test dataset using non-parametric bootstrap .632
procedure (200 splits) to obtain 95 Cl

Chen T.et'al, ACM SIGKDD, 2016

Josse et al, arXiv, 2019
https://github.com/fmfn/BayesianOptimization
James G et al, Springer, 2013
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https://github.com/fmfn/BayesianOptimization

Model interpretation

Need to know whether the prediction relies on the aggressivity of the PCa or
on a comorbidity, or a combination of comorbidities

Shapley values: unified approach to interpreting tree models

Reflect the importance of every feature for the prediction

At the population or individual scale

Lundberg S et al, arXiv, 2017
Universite
de Paris



Lundberg S et al, Nat. BE, 2018 A n nature

machine

Lundberg S et al, Nat. MJ, 2019 . 1] intelligence
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Model deployment

Deploy the CSS and OS models online
Provide prediction and individual interpretability

Dash framework

GitHub repository for hosting
Heroku for serving
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https://github.com/plotly/dash
https://www.herokuapp.com/

Results — Population (n=8,776)

Characteristic No. (%)
Localized PCa 7,668,(87.4)
Low-risk 2Y940-33.5)
Intermediate-risk 3,476 (39.6)
High risk 1,252 (14.3)
Locally advanced PCa 913 (10.4)
Metastatic PCa 195 (2.2)
Age

Under 65 years old 1990 (22.7)
Between'65 and 75,years old 5181 (59)
Over'75 years old 1605 (18.3)
Death.ffomiany cause 3,128 (35.6)
Death-from prostate cancer 546 (6.2)
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Results - Models” performances

Metric

Accuracy

Precision

Recall

f1-score

ROC AUC

PRAUC

Definition

Number of correct predictions / total number of input samples

Number of correct positive predictions / number of positive predictions

Number of correct positive predictions / number of all positive samples

Harmonic mean of the precision and the recall

Area under the curve of true positive rate and false positive rate at various thresholds

Area.under the curve of precision and recall at various thresholds

CSS

0.98 (+0.01)

0.80 (+0.1)

0.60 (+0.08)

0.66 ((+0.07)

0.80 (+0.04)

0.54 (+0.07)

0s

0.86 (+0.09)

0.65 (+0.03)

0.79 (+0.04)

0.72 (+0.03)

0.84 (+0.02)

0.59 (+0.03)
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CSS OS

Normalized confusion matrix Normalized confusion matrix
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Al vs screening: CSS model

Strata No screening + Low risk == No screening + High risk =+ Screening + Low risk Screening + High risk
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Al vs screening: OS model

Strata No screening + Low risk == No screening + High risk == Screening + Low risk Screening + High risk
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Most important features: CSS model

A High
Gleason score

PSA at diagnosis

Age at diagnosis
Treatment

T stage

Alcohol consumption
Hair pattern

History of cholesterol
Physical activity
Weight gain

N stage

Pack years

Nocturia

Work activity

M stage

Income

Education

BMI at diagnosis
History of diabetes

History of hypertension

Feature value

Increase risk

Low

15 -10 -05 00 0.5 1.0 15
SHAP value (impact on model output)
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Most important features: OS model

High

Age at diagnosis

PSA at diagnosis

Physical activity
Treatment e

Pack years
Alcohol consumption —
Nocturia -
Hair pattern —~a
Weight gain —
Gleason score

Work activity ,

Income Y
History of cholesterol
T stage .
Education
N stage
BMI at diagnosis
History of diabetes
History of heart attack

Current smoker

Feature value

Increase risk

T r T T T T Low
-1.5 -1.0 -0.5 0.0 0.5 1.0
SHAP value (impact on model output)
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o0 ! Prostate cancer survival predict. X +

< c @ prostatecancersurvival.stanford.edu

Laboratory of Artificial Intelligence in Medicine and Biomedical Physics
Department of Radiation Oncology

B Stanford

MEDICINE

Predict prostate cancer survival with Al

This model allows you to predict 10-year cancer-specific and overall survival in patients with prostate cancer.

About Predict cancer-specific survival Predict overall survival

What are these model for?

In the United States alone, each year, an estimated 180,890 new cases will be diagnosed and 26,120 men will die from the disease.
PSA testing has resulted in a significant increase in the diagnosis and treatment of prostate cancer. But the management of prostate
cancer that is detected on the basis of prostate-specific antigen (PSA) levels remains controversial.

Many men do not benefit from treatment because the disease is either indolent or disseminated at diagnosis. Because prostate cancer
progresses slowly, patients often die of competing causes.

In orderto assess whether a patient with prostate cancer could actually benefit from cancer treatment, and not die from another
cause, we created models to predict 10-year cancer-specific and overall survival.

The PLCO Trial

The Prostate, Lung, Colorectal, and Ovarian (PLCO) Cancer Screening Trial was conducted to assess the role of prostate cancer
screening on survival. From 1993 through 2001, 76,693 men at 10 U.S. study centers were randomized to receive either annual
screening (38,343 subjects) or usual care as the control (38,350 subjects). Men in the screening group were offered annual PSA testing
for 6 years and digital rectal examination for 4 years. The subjects and health care providers received the results and decided on the
type of follow-up evaluation. Results of the trial were published in three articles:

Andriole GL et al., New England Journal of Medicine, 2009



Checking consistency with
numan intuition
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At the individual scale: Virtual patient 1

High-risk PCa: Without significant comorbidities:
Gleason 9 55 vy.o.
PSA =25 ng/ml no smoking
T3bNOMO stage no alcohol consumption

regular physical activity

A B

-3.0

p ) ( ( _( ( ( {({{{{{l

-40 -33 -30 -25 20 -1.9 -10 05 0o 0s 10
o 0 | { _{ ( ( ( ({4

PSA at diagnosis T stage Gleason score Age at diagnosis Nocturia', Weight gain T stage Gleason score Age at diagnosis Income Nocturia ~ Physical activity Hair pattern

Probability of dying from PCa: 18.92% Probability of dying from any cause: 19.57%
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At the individual scale: Virtual patient 2

Intermediate risk PCa: Several comorbidities:

Gleason 7 70 vy.0.
PSA =12 ng/ml Smoker (50 pack-years)
T2cNOMO stage 2 drinks of alcohol per day
No physical activity
C D

5.0

p) o [ ( ( _( ( ( ( {{{{{{{{

Physical activity Current smoker Treatment Hair pattern T stage Gleason score  PSA at diagnosis

pl_____( __( __( __( ( ( ( ((((C{{{{(

Treatment  Alcohol Gleason score, g*Age at didgnasis  Physical activity

Probability of dying from PCa: 0.76% Probability of dying from any cause: 25.2%
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Discussion

Models to answer a relevant clinical issue:
Which patients could benefit from treatment?
Is a patient at risk of dying from PCa or another cause?

Is so, why?

Accurate results

First model using machine |learning, trained on a large population from 10
different centers

- generalizability

Cooperberg MR et al, JINCI 2009, Cancer 2011
Goldenberg SL et al, Nat Rev Urol, 2019
ChinJ et al, European Urology, 2020
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Limits

Trained on data from a prospective trial that was not specifically designed for
this

— Possible biases
Only 195 patients (2.2%) were metastatic in the dataset

—> Caution when using the models for this population

Questionnaire response bias (patient-dependent)
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% A S RO mcongress

Online use

L
4

FTN N\ T 90

https://prostatecancersurvival.herokuapp.com

Acquisition
Country
Users + New Users Sessions
208 208 228
% of Tetal’ 300 ‘:T)ff of Total: 100 of Total: 100
1. L1 France 90 (43.27%) 90 (43.27%) 93 (40.79%)
2. B United States 67 (32.21%) 67 (32.21%) 72 (31.58%)
I /‘ 3. [ China 18 (8.65%) 18 (8.65%) 26 (11.4
P \ > i 4. . South Korea 7 (3.37%) 7 7
” -
¥ o
5. K Switzerland 3 (1.44%) 3 (1.44%) 3
6. == Netherlands 3 (1.44%) 3 (1.44%) 3
7. ™ Germany 2 (0.96%) 2 (0.96%) 2
8. = Israel 2 (0.96%) 2 (0c 2
9. e Japan 2 (0.96%) 2 (0.96%) 6
10. = United Arab Emirates 1 (0.48%) 1 (0.48%) 1 A

Université

de Paris



Treatment




Al for radiotherapy planning

IGRT & Adaptive
radiotherapy

(Z)

Segmentation

(*)

Dosimetry
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Deep Learning for IGRT/adaptive radiotherapy

DUL (Deep Unsupervised Learning) : U-Net

Automatically propagate prostate segmentation from treatment
planning CT scan to daily CBCT

| | !

Input 1: Narrow Input 2: 3D Attention U-net (Np) Narrow band in
band in pCT (1,,,) CBCT(1,) 2 = Spatial Transformed CBCT|

— Transformer Te)
Z
P, T
' Output.
DVF ()
- -

| |
! (Conv 3x3)+(BN)+(ReLu) Up nv 2x2)+ Conv 1x1
| +(Max pooling 2x2) BN (R L )

|

... Liang et al, Medical Physics, 2021
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number of CBCT in each group

Data

20%

Group 1:
» 180 for training

E group 1, training, 180 cases
° H H = group 1, validation, 12 cases
12 for Valldatlon = group 1, testing, 50 cases
group 2, testing, 9 cases

* 50 for testing

(a)

Group 2: f.tra'ininé

) ) et —validation |
e External validation 8-
« 9 CBCT g

4 different human segmentations

Consensual segmentation wih STAPLE T Sl
Compared with DICE iteration

(b)
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Results

Contour Metric (mean £ SD)

Sensitivity

Hausdorff distance
MCC
Contour distance (mm)
COM (mm)
Superior
Inferior
Anterior
Posterior
Left

Right

Group 1 testing

0.87 £0.10
9.10 £2.60

0.85+0.03

3.52£1.15
1.91+1.29
4.72+2.12
2.01+1.87
1.46 +1.17
1.08 £1.17

1.31+1.04

Group 2

Observer 1

0.79+0.11
7.58 £1.98

0.84 £0.05

3.04+1.74
2.01+£1.21
545+3.25
1.90+1.10
1.59 + 0.98
1.95 £ 0.690

1.57 £ 0.89

Observer 2

0.83 +0.10
7.99+214

0.83 £0.03

3.08 £1.57

2.15+1.57

3.84+275

1.85+1.00

1.89+1.09

2.08 £1.00

211+1.16

Observer 3

0.79 £0.09
8.21£1.98

0.85+0.09

3.12+1.74

2.00+1.29

6.14 + 2.37

2.27+£0.79

2.01+1.85

1.18 £1.28

1.67 +£1.14

Observer 4

0.77 £0.12
10.01 £ 2.12

0.83+0.14

3.50 £1.91

1.91+2.01

5.81£3.05

2.64+1.07

2.46%1.56

2.17+1.37

1.76£1.77

Consensus

0.80 £0.09
7.08 +2.03

0.86 + 0.05

298 £1.42
1.65+1.21
4.01£2.09
1.98+0.96
1.40+1.17
1.01£1.02

1.28+1.00
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Results

Low-performance (DSC < 0.78) Medium-performance (DSC = 0.83) High-performance (DSC > 0.88)

l;":! é—“%

—— proposed propagated contours ~—— Manual contour in CBCT
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Results

Observer 1 Observer 2 Observer 3 Observer 4 Consensus
(DSC =0.85) (DSC =0.88) (DSC =0.76) (DSC = 0.80) (DSC =0.91)

2 N g %N T N Y 47 \
)

proposed propagated contours

Manual contour in CBCT

Original contour in pCT

Fast and reliable method
Could be used to better visualize prostate on CBCT for daily IGRT
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Perspectives
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Surgery?

Registered MRI transverse plane
Endoscopic camera view showing cancer location (red) Ultrasonography axial plane image

Rendered TRUS

Instrument tip controls imaging planes
* Axial TRUS (green) * Transverse MRI (blue)

SL Goldenberg, Nature Review Urology, 2019
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Do not forget the limits of these methods

THIS 15 YOUR MACHINE LEARNING SYSTET]?

YUP! YOU POUR THE DATA INTO THIS BIG
PILE OF LINEAR ALGEBRA, THEN COLLECT
THE ANSLJERS ON THE CTHER SIDE.

WHAT IF THE ANSUERS ARE LIRONG? )

JUST STIR THE PILE NTIL
THEY START [OOKING RIGHT.

Not a magical wand

Need validation

Should we perform randomized trials? /

What are the quality criteria?

Université
de Paris

- ESTRO-ACROP guidelines
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